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Abstract 

 
The emergence of automatic data analysis techniques based on data mining 

algorithms can be applied in various fields including geophysics, thereby 

improving the quality of interpretation results. Wanner-Schlumberger 

configuration resistivity data were used in this study. Geoelectric data processing 

usually uses inversion methods, to determine the true resistivity distribution below 

the surface. This study proposes the use of the DBSCAN algorithm.  Inversion 

comparison with linearization and clustering with the DBSCAN algorithm is 

carried out to identify granite dispersal in the 'ZS' area. The clustered cross-section 

has a clearer picture than the inversion cross-section. Based on the interpretation 

results on the resistivity cross-section that has an RMS error value of 0.68%, three 

ranges of resistivity values can be interpreted, namely low resistivity values < 100 

ohms.m are indicated as soil, medium resistivity values of 100 – 500 ohms.m are 

indicated as granite gravel aquifers, and resistivity values > 500 ohms.m are 

indicated as pink basement granite. The cross-section of clustering results with 

input parameters eps 0.22 and mints 7 is interpreted. Namely, cluster 1 is an 

unsaturated granite gravel aquifer, cluster 2 is a saturated granite gravel aquifer, 

cluster 3 pink granite bedrock, cluster 4 soil and noise of 5.54% 
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I.   INTRODUCTION 

he resistivity method is one of the geophysical 

methods that is widely used in various fields, 

such as in the field of hydrogeology to find 

groundwater sources, the field of archeology to 

investigate parts of historical sites that are still buried 

and the mining field to find the presence of metallic and 

non-metallic minerals [1]. 

The emergence of automated data analysis 

techniques based on data mining algorithms can be 

applied in various fields including geophysics, thus 

improving interpretation for the better [2]. Clustering is 

a part of data mining that explores patterns in unlabeled 

data (unsupervised learning) and separates them into 

groups based on similarities [3]. The use of clustering 

algorithms is proven to improve the quality of 

processing and interpretation of geophysical data. Ward 

[4] conducted fuzzy clustering to determine lithological 

boundaries in resistivity data. Then, Sabor, et al. [2] 

used the DBSCAN algorithm to improve the 

interpretation of resistivity data.   

This study aims to apply the clustering method using 

the DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise) algorithm to resistivity data. 

The main objectives include determining the optimal 

parameters for the DBSCAN algorithm in clustering 

resistivity data, and comparing the data distribution 

patterns for identifying granite rocks between 

DBSCAN clustering cross sections and conventional 

resistivity cross sections. Additionally, the study 

evaluates the effectiveness of using the DBSCAN 

clustering method on resistivity data. 

II.   MATERIALS AND METHODS 

Cluster analysis is one of the data mining techniques 

included in unsupervised learning, which aims to 

T 
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identify a group of objects that have certain similar 

characteristics that can be separated from other groups 

of objects, so that objects in the same group are 

relatively more homogeneous than objects in different 

groups. The number of groups that can be identified 

depends on the amount and variety of object data. The 

purpose of grouping a set of object data into several 

groups that have certain characteristics and can be 

distinguished from one another is for further analysis 

and interpretation following the objectives of the 

research being carried out [5]. 

A.   DBSCAN Algorithm 

DBSCAN (Density-Based Spatial Clustering of 

Application with Noise) is a density-based clustering 

algorithm. DBSCAN determines clusters based on 

connected regions with high density. The concept of 

clustering in DBSCAN is very simple [3]. First, 

DBSCAN looks for core objects, which are objects that 

have dense neighbors. Second, DBSCAN connects 

these core objects with their neighboring objects to 

form a dense region. The dense region is expressed as a 

cluster [6]. The shape of the cluster produced by 

DBSCAN depends on the density, so with this 

algorithm it is possible to produce arbitrary cluster 

shapes. 

The DBSCAN algorithm uses two parameters that 

must be determined appropriately, namely: the 

minimum number of samples that become the density 

threshold to determine whether a region is dense or not, 

which is symbolized MinObj and the radius of 

neighborliness, which is symbolized ε. These 

parameters define the outlier or noise tolerance level of 

the algorithm [7]. DBSCAN is included in 

unsupervised clustering because the number of clusters 

generated is determined by the shape of the data 

distribution itself, without knowing the class label.  

DBSCAN can be implemented simply using the 

pseudocode below [3]. 
 

 

Figure 1. Clustering using the DBSCAN algorithm.          

a). Sample Databases. b). Clustering Results [8] 

 

Algorihm 1. DBSCAN Algorithm Pseudocode 
 

Cluster Set = DBSCAN (ε, MinObj) 
Mark all object as unvisited 

repeat 

Randomly select an object p from all objects labeled as 

unvisited 

Mark p as visited 

if within radius ε object p from all object labelled as 

univited then 

Create a new cluster C 

Add p to C 

Put all object that are neighbors of p into N 

for each object p' in N do 

if p' is labeled unvisited then 

Mark p' as visited 

if within radius ε object p' has at 

least MinObj object 

then add all object in radius ε to 

N 

if p' not a member of any cluster 

then add p to C 

end 

Output C as an output cluster 

else mark p as noise 

until there are no objects labelled unvisited 

 

B.   Euclidean Distance 

Calculation of the distance between data when 

creating a cluster with the DBSCAN algorithm uses the 

Euclidean Distance function. Euclidean Distance is a 

distance measurement method that is widely used to 

measure the distance of two points in euclidean space. 

This method, commonly referred to as straight line 

distance, uses the formula [3]. 

𝑑(𝑥, 𝑦) =  √∑(𝑋𝑖 − 𝑦𝑖)2

𝑛

𝑡=1

 (1) 

C.   Silhouette Coefficient 

Silhouette Coefficient is a test model to determine 

how close the relationship between objects in the cluster 

and how far the cluster is separated from other clusters. 

To calculate the silhouette coefficient value, it is 

necessary to calculate the silhouette index value of the 

i-th data. The silhouette coefficient value is obtained by 

finding the maximum value of the global silhouette 

index value from the number of clusters two to the 

number of clusters n [9], as in the equation (2) 

𝑆𝐼𝑖
𝑗

=  
𝑏𝑖

𝑗
− 𝑎𝑖

𝑗

max{𝑏𝑖
𝑗
, 𝑎𝑖

𝑗
}
 (2) 

D.   Resistivity Method 

The resistivity method is one of the geophysical 
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methods used to describe the subsurface state with the 

resistivity distribution of the rock layer in the earth, 

where the earth is composed of rocks that have different 

resistivity values. The basis of the resistivity method is 

Ohm's Law, which is by conducting current into the 

earth through a current electrode and measuring its 

potential at the earth's surface using a potential 

electrode [10]. Mathematically, Ohm's Law can be 

written with the equation (3) 

𝑉 = 𝐼. 𝑅 (3) 

The resistivity method is one of the active geoelectric 

methods which uses an artificial electric current source 

injected into the subsurface. In this method, an electric 

current is injected into the earth layer through two 

current electrodes. So that the potential current price is 

known, the resistivity value can be determined [11]. 

The longer the current electrode distance will cause the 

electric current to penetrate deeper into the rock layer 

[1]. Resistivity geoelectric measurements can be used 

in various fields, such as in hydrogeology, mining, and 

geotechnical investigations [11]. 

E.   Apparent Resistivity 

Geoelectric measurements aim to obtain resistivity 

values below the ground surface. In this resistivity 

method, it is assumed that the earth is isotropically 

homogeneous. With this assumption, the measured 

resistivity is true and does not depend on the electrode 

spacing. However, in reality, the earth is heterogeneous 

and composed of layers with different compositional 

and physical variations, so the measured potential is the 

influence of these layers. The resistivity of geoelectric 

measurements is the apparent resistivity (ρa) which 

depends on the electrode spacing [10]. The apparent 

resistivity value is formulated in the following 

equation: 

ρ𝑎 = 𝐾
Δ𝑉

𝐼
 (4) 

III.   RESULTS AND DISCUSSIONS 

A.   Application of DBSCAN on Synthetic Data 

The resistivity model is shown in Figure 2 (a). is data 

from forward modeling to describe the condition of the 

subsurface rock layer, wherein in the model, two 

different resistivity values are described by each color. 

At a depth of 0-25 meters is the first field, which has a 

resistivity value of 500 Ωm marked in blue, then the 

second field is at a depth of 25-40 meters, which has a 

resistivity value of 2500 Ωm marked in green, between 

the two layers there is an increase in the boundary field 

at a track length of 95 meters. The contrast of large 

resistivity values in the two layers in the resistivity 

model is made to provide clear results on the resistivity 

cross-section when the inversion process has been 

carried out. 

Figure 2 (b). (c). is a comparison between the 

resistivity cross-section of the inversion results and the 

DBSCAN algorithm clustering cross-section. In Figure 

2 (b) is a resistivity cross section that shows an RMS 

error value of 0.68% with a range of resistivity values 

from 440 - 2065 Ωm. Quantitatively, the cross section 

can be grouped into 3 ranges of resistivity values, 

namely low, medium and high. In areas with low 

resistivity values have a range of 440 - 684 Ωm marked 

in blue at a depth of 0 - 19.2 meters, and areas with 

medium resistivity values have a range of 854 - 1328 

Ωm marked in green at a depth of 19.2 - 36.5 meters at 

a track length of 0 - 95 meters, then areas with high 

resistivity values have a range of 1656 - 2065 Ωm 

marked in red at a depth of 19.2 - 36.5 meters at a track 

length of 95 - 170 meters. 

In Figure 2 (c). is a clustering cross-section 

consisting of two clusters accompanied by noise. The 

cross-section results from clustering resistivity data 

using the DBSCAN algorithm. The DBSCAN 

algorithm works by finding the nearest neighbor radius 

commonly called epsilon “ε” in resistivity data with the 

minimum number of neighbors or commonly called 

minPts as a condition for the formation of a cluster [12].  

Based on the clustering results, cluster 1 is marked in 

blue, which is the first rock layer at a depth of 0 - 20 

meters, then cluster 2 is marked in green at a depth of 

20 - 35 meters, then based on the results of the 

clustering data it is also illustrated that there is an 

increase in the boundary layer field at a track length of 

95 meters. In the clustering cross section, there is noise 

of 0.80%, which is outlier data from the inversion 

results that cannot be included in any cluster criteria. 

Clusters formed based on the DBSCAN algorithm can 

be validated by measuring the similarity or dissimilarity 

between data in one cluster and other clusters resulting 

from clusterization using the silhouette coefficient [13]. 

The clusterization cross section has a silhouette 

coefficient value of 0.307 which indicates that the data 

is included in the intermediate case. 

Based on Figure 2, it can be seen that there is a 

difference in the shape of the pattern between the 

resistivity cross-section and the clustering cross-

section. The difference in data distribution patterns 

occurs because, in Figure 2 (c), data clustering has been 

carried out so that data with relevant values are included 

in the same cluster. The clustering cross-section can 

more clearly show the boundary plane of the rock layer 

compared to the resistivity cross-section, usually 

marked by the presence of a layer increase plane at a 
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track length of 95 meters, which is similar to the 

resistivity model used in this study. 

B.   Optimal Parameter Selection 

The DBSCAN algorithm is an algorithm that uses the 

epsilon parameter “ε” and minPts as input, based on 

these parameters the algorithm is run to perform 

clustering with the output in the form of the number of 

clusters and the presence of noise in the data. To get 

optimal results it is necessary to test with a combination 

of the two parameters, the following are the test results 

shown in Table 2. 

 

Table 2. DBSCAN Algorithm Testing Result 

 

The best cluster results are obtained with a 

combination of eps input with a value of 0.2 and minPts 

of 4, based on these inputs resulting in a silhouette 

coefficient value of 0.307. These results indicate that 

the data is included in the intermediate case. This means 

that the similarity of the data with other data in the same 

cluster is relatively the same compared to the similarity 

of the data with data from other adjacent clusters [13]. 

 

Figure 2. Graph of the Effect of Eps and MinPts Values on 

Noise Percentage 

 

Noise or outliers are objects that have different 

characteristics compared to most objects in the dataset. 

One of the advantages of the DBSCAN algorithm is that 

it is able to properly detect noise because the concept of 

the DBSCAN algorithm is to cluster objects based on 

their density (density-based) with other objects, so it 

will ignore objects with characteristics that are not 

similar to the surrounding objects. Based on the 

No Eps MinPts
Clusters 

Formed

Silhouette 

Index

Noise 

Percentage

1 0.15 6 10 0.176 7.03%

2 0.15 5 12 0.174 4.82%

3 0.15 4 12 0.184 3.41%

4 0.15 3 14 0.098 1.61%

5 0.15 2 15 0.098 1.20%

6 0.2 6 5 0.226 1.00%

7 0.2 5 5 0.226 1.00%

8 0.2 4 3 0.307 0.80%

9 0.2 3 3 0.307 0.00%

10 0.2 2 3 0.307 0.00%

11 0.25 6 2 0.16 0.60%

12 0.25 5 2 0.16 0.60%

13 0.25 4 2 0.16 0.60%

14 0.25 3 2 0.16 0.00%

15 0.25 2 2 0.16 0.00%

 

Figure 2. (a) Resistivity model used, (b) Resistivity cross section, (c) DBSCAN clustering cross section 



 Journal of Engineering and Scientific Research (JESR) – pISSN: 2685-0338; eISSN: 2685-1695 

Journal of Engineering and Scientific Research (JESR) Vol 7, Issue 1, June 2025 5 

clustering results of resistivity data in Algorithm 1 

before, the analysis of the effect of ε and minPts values 

on the amount of noise can be seen in Figure 3. 

 

Figure 3. Graph of the Effect of Eps and MinPts Values on 

Clusters Formed 

 

The clusters formed are influenced by the eps and 

minPts values entered. The larger eps value illustrates 

the wider range of density coverage of an object with 

other objects. Meanwhile, the greater the minPts value, 

the less likely the formation of a cluster. In the 

resistivity data, the cluster formed describes the 

distribution of rocks in the subsurface. Thus, the 

clusters formed can be used as a reference based on the 

geological conditions in the research area. 

 

Figure 4. Graph of the Effect of Eps and MinPts Values on 

Silhouette Index 

 

Based on the clustering results of the DBSCAN 

algorithm in Table 2, it can be seen that changes in the 

input values of eps and minPts greatly affect the quality 

of the clustering results. This is because the effect of the 

greater the value of eps, the wider the coverage of the 

density of a cluster. While the effect of the minPts value 

on the cluster results is that the greater the minPts value, 

the more difficult it will be for an object even though it 

is close to each other. 

Figure 6 is a cross-section of the results of the 

combination of input parameters of the DBSCAN 

algorithm in accordance with Table 2 conducted in 6 

experiments. Based on Figure 6 (a), we can see the test 

results of using the DBSCAN algorithm with a 

parameter value of epsilon = 0.15 and MinPts = 6, 

resulting in 8 clusters with 7.03% noise. Meanwhile, in 

Figure 6 (b), we can see the test results of using the 

DBSCAN algorithm with a parameter value of epsilon 

= 0.15 and MinPts = 5, resulting in 10 clusters with 

4.82% noise. In Figure 6 (c), we can see the test results 

of using the DBSCAN algorithm with a parameter value 

of epsilon = 0.2 and MinPts = 5, resulting in 5 clusters 

with 1% noise. Figure 6 (d) shows the test results of 

using the DBSCAN algorithm with a parameter value 

of epsilon = 0.2 and MinPts = 4, resulting in 3 clusters 

accompanied by 0.80% noise. Then, Figure 6 (e) shows 

the test results of using the DBSCAN algorithm with a 

parameter value of epsilon = 0.25 and MinPts = 4, 

resulting in 2 clusters accompanied by 0.60% noise. 

Meanwhile, Figure 6 (f) shows the test results of using 

the DBSCAN algorithm with a parameter value of 

epsilon = 0.25 and MinPts = 3, resulting in only 2 

clusters without noise 

C.   Application of DBSCAN oo Field Data 

Inversion is done to find the distribution of resistivity 

values in the research area. This study's interpretation 

of resistivity values is divided into 3 categories: low 

resistivity values, medium resistivity values, and high 

resistivity values. Figure 7 (a) is the result of the 

inversion cross-section of Track 1. Track 1 has a length 

of 180 meters with a maximum depth obtained of ± 50 

meters. In the process of inversion of resistivity data,  

the data was iterated 4 times, and the final result had an 

error value of 7.7%. The resistivity cross-section can be 

divided into three, namely high, medium, and low 

resistivity. High resistivity has a value of more than 500 

Ωm, medium value between 100 - 500 Ωm, and low 

value < 100 Ωm. High resistivity values with a value 

range of > 500 Ωm are interpreted as pink granite 

bedrock lithology, medium resistivity values with a 

value range of 100 - 500 Ωm are interpreted as granite 

gravel aquifer, low resistivity values with a value range 

of < 100 Ωm are interpreted as soil.  

Figure 7 (b) is the result of clustering cross section 

using DBSCAN algorithm. In the clustering results, six 

clusters and noise were formed, and then the cross-

section was regrouped into four clusters, and noise of 

5.54% of the overall resistivity data used marked with 

each color; cluster 1 is marked with pink, which is 

interpreted as unsaturated granite gravel, cluster 2 is 

marked with light blue which is interpreted as saturated 

granite gravel, cluster 3 is marked with blue which is 

interpreted as pink granite bedrock, cluster 4 is marked 

with brown which is interpreted as soil and noise which 

is marked with black. The noise in the clustering cross-

section is an outlier value resulting from the inversion 
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results that cannot be grouped in any of the clusters 

formed. This is an advantage of applying the DBSCAN 

algorithm because it can detect the presence of noise in 

the data used. 

 

 
Figure 5. Testing Results of DBSCAN Algorithm in selecting Optimal Parameters. (a). eps = 0.15 minPts = 6,  

(b) eps = 0.15 minPts = 5, (c) eps = 0.2 minPts = 5, (d) eps = 0.2 minPts = 4, (e) eps = 0.25 minPts = 4, (f) eps = 0.25 minPts 

= 3

 

 
Figure 6. Cross Section Comparison (a) Inversion Result Resistivity Cross Section, (b) DBSCAN Clustering Cross Section
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IV.   CONCLUSIONS 

The optimal parameters are obtained by combining 

the input parameters when running the DBSCAN 

algorithm by validating using the silhouette coefficient. 

The cross-section of the corresponding cluster results 

shows that the use of the DBSCAN algorithm has been 

optimized. The application of the DBSCAN algorithm 

can provide more optimal results in determining the 

lithological boundaries in the subsurface based on the 

distribution of resistivity data by considering the 

optimal parameters used. 

The inversion results produce an RMS error of 7.7%. 

Interpreting the inversion results on the resistivity 

cross-section, low resistivity values (<100) ohm.m as 

soil. Medium resistivity value (100-500) ohm.m is 

suspected as granite gravel aquifer, and high resistivity 

(> 500) ohm.m is indicated as pink granite bedrock. The 

clustering cross section shows cluster 1 as soil, cluster 

2 as unsaturated granite gravel aquifer, cluster 3 as 

saturated granite gravel, cluster 4 as pink granite 

bedrock, and noise of 5.54%. 

In showing the distribution of granite rocks in the 

subsurface, the clustering cross-section can show a 

better data distribution pattern than the resistivity cross-

section. Data with relevant values are included in a 

cluster in the clustering cross-section. Relevant values 

are included in the same cluster so that one cluster and 

another cluster have a visible contrast in value 

difference. 
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