Comparison of SVM & Naïve Bayes Methods in Sentiment Analysis of Electric Vehicle Subsidy Policy Based on X Data
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Abstract

The policy of subsidizing electric vehicles has become a widely discussed issue on social media platform X. The Indonesian government's provision of electric vehicle subsidies aims to stimulate higher adoption of electric vehicles, aiming to mitigate air pollution. However, electric vehicle subsidies continue to elicit both support and opposition among the public. Social media platform X has a wealth of data suitable for text mining, particularly concerning the current hot topic of electric vehicle subsidies. This research aims to compare the performance of the Support Vector Machine (SVM) and Naïve Bayes methods in conducting sentiment analysis on discussions related to the electric vehicle subsidy policy on social media platform X. The testing technique involves using 20% of the total dataset, comprising 5553 data points, and employing 10-fold cross-validation. The 20% test data results indicate that the Support Vector Machine (SVM) method's confusion matrix performance is superior, with the highest values achieved using the RBF kernel: accuracy 83.02%, precision 84.61%, and recall 83.02%. In the performance evaluation testing with 10-fold cross-validation, the SVM method outperforms, especially the RBF kernel, yielding an average accuracy of 82.88% over ten iterations.
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I. INTRODUCTION

Motorized vehicles are an integral part of daily life in Indonesia. The number of motor vehicle ownership in Indonesia undergoes constant changes. As of May 2023, the total number of motor vehicles in Indonesia has reached 154 million units [1]. Motorized vehicles contribute significantly to carbon emissions and air pollution. Air pollution caused by motorized vehicles includes carbon monoxide (CO), various hydrocarbons, sulfur, various nitrogen oxides (NOx), and particulate matter [2]. Indonesia ranks 17th out of 118 countries in the world for air quality, indicating poor air quality [3].

The government is making efforts to shift from traditional fuel vehicles to electric vehicles. The Indonesian government has issued regulations related to electric vehicles to drive the automotive industry towards electrification. Presidential Regulation Number 55 of 2019 on the Acceleration of Battery-Based Electric Motor Vehicle Programs reflects the government's commitment to reducing greenhouse gas emissions [4]. To expedite the electric vehicle program, the government has issued policies outlined in Minister of Industry Regulation Number 6 of 2023 regarding Guidelines for Government Assistance for the Purchase of Two-Wheeled Battery-Based Electric Motor Vehicles [5].

Despite existing regulations and government plans, the introduction of this subsidy policy has sparked both support and opposition from the public. People can express their opinions through various social media platforms, including X, formerly known as Twitter. X is known for its rapid dissemination of user experiences and easy sharing of news related to trending issues. Additionally, X is one of the most popular social media platforms in Indonesia.

The Naïve Bayes method is a classification method based on probabilities to predict future probabilities. Naïve Bayes is popular for data mining due to its fast processing time [6]. It can be easily implemented with...
relatively simple data structures and is highly effective. Another widely used method in research is the Support Vector Machine (SVM). SVM is a popular classification method that performs well in various domains. SVM can identify a hyperplane that separates different classes, optimizing results and maximizing the distance between data points and the hyperplane [7]. SVM learning involves using pairs of input and output data as desired targets.

Therefore, this research compares the Naive Bayes and SVM methods for sentiment analysis related to electric vehicle subsidy policies. It compares these methods because they have respective advantages, as they can perform optimally even when trained with a small amount of data. [8][9]. Sentiment analysis is a process of analyzing a digital text to determine the emotional tone of the message, whether positive, negative, or neutral. Keywords used in the research include "subsidi kendaraan listrik" (electric vehicle subsidies), "subsidi mobil listrik" (electric car subsidies) and "subsidi motor listrik" (electric motorbike subsidies) with data collection conducted from May to August 2023. The collected data from the three keywords amount to 9003, which is then preprocessed into 4229 data. The data is labeled into three classes, resulting in 1590 positive, 1851 negative, and 858 neutral data. SMOTE up-sampling is performed to avoid imbalanced data, resulting in a balanced dataset of 1851 data for each class.

This research analyzes sentiment by comparing the Naive Bayes and SVM methods on 20% of test data with a balanced number of classes. Model evaluation is performed with 10-fold cross-validation for both methods to avoid overfitting. This comparison determines which method performs better in analyzing sentiment regarding electric vehicle subsidy policies.

II. MATERIALS AND METHODS

A. Research Stages

Data was collected using the Python programming language run on Google Collaboratory in the form of X tweets. The Python programming language uses the tweet-harvest library. There are 3 keywords used, namely "subsidi kendaraan listrik", "subsidi motor listrik", and "subsidi mobil listrik". Data collection was carried out from 1 May 2023 to 31 August 2023.

B. Text Preprocessing

Text Preprocessing is transforming the format of textual data into a more structured form by eliminating unnecessary data, making it easier for the system to process. Preprocessing is crucial in creating sentiment analysis models, especially when the research subject is social media containing unstructured textual data that can cause disturbances [10]. The following are the stages in text preprocessing:

a. Cleaning is a stage to clean the dataset from punctuation, symbols, numbers, URLs, and hashtags. Text on platform X often contains non-alphanumeric characters and links that do not provide important information in the analysis process.

b. Lowercasing is a process of standardizing characters in the document to lowercase to avoid unnecessary casing differences.

c. Stopword Removal: Tweet data often contains unimportant words that can make it less effective in the analysis process. In the Stopword Removal stage, actions such as removing words without significant meaning are taken.

d. Normalization is a process of changing or correcting abbreviated words to the same words according to the official Indonesian dictionary (KBBI).

e. Stemming is the next step in text preprocessing, reducing the number of indices in data so derivative words return to their base form.

f. Tokenizing separates text into words, phrases, symbols, or other meaningful elements called tokens.

C. Labeling Dataset.

Labeling the dataset categorizes data into several sentiment categories used in the research. Labeling automatically uses the Indonesia Sentiment Lexicon dataset to classify tweets into positive, negative, and neutral sentiment categories. [11]. If the number of positive words is greater than the number of negative words, the tweet will be labeled as positive. If the number of negative words is greater than the number of positive words, the tweet will be labeled as negative. The tweet will be labeled as neutral if the number of positive and negative words is equal.

D. Word Weighting TF-IDF.

Word Weighting is a process of assigning weight values to a word based on its frequency of occurrence. Word weighting using TF-IDF (Term Frequency-Inverse Document Frequency) can identify infrequently occurring words, providing relevant information about the importance of words while disregarding common words that do not contribute significantly to sentiment analysis [8].

\[
TF (d, t) = f (d, t) \quad (1)
\]
\[
IDF (t) = 1 + \log \left( \frac{Nd}{df(t)} \right) \quad (2)
\]
\[
IDF (t) = TF(d, t) \cdot IDF(t) \quad (3)
\]

Where:
\[ f(d,t) = \text{Frequency of the term (t) appearing in the document (d)} \]

\[ Nd = \text{Total number of documents} \]

\[ df(t) = \text{Number of documents containing the term (t)} \]

**E. SMOTE Up Sampling.**

The labeling results of the dataset have produced an imbalance in the number of data classes. The quantity of data between positive, negative, and neutral classes is significantly different, which can lead to varying precision results for each class when applied to classification methods [12]. To address this issue, SMOTE (Synthetic Minority Over-sampling Technique) Up-Sampling is implemented to handle imbalanced data.

**F. Method Implementation.**

The sentiment classification process involves using the Naïve Bayes Classifier and SVM algorithms. In the SVM algorithm, four kernels will be utilized: Linear kernel, Polynomial kernel, RBF (Radial Basis Function) kernel, and Sigmoid kernel. The Naïve Bayes Classifier algorithm detects knowledge or patterns of similarity in characteristics within a specific group or class. In performing classification, the Naïve Bayes method treats features independently [13]. The Naïve Bayes Classifier algorithm has the following calculation.

\[ P(C|X) = \frac{P(X|C)P(C)}{P(X)} \]  

(4)

Where:

\( X \) = Data with an unknown class

\( C \) = Hypothesis that data \( X \) belongs to a specific class

\( P(C|X) \) = Probability of the hypothesis given the condition

\( P(C) \) = Probability of the hypothesis

\( P(X|C) \) = Probability given the condition on the hypothesis

\( P(X) \) = Probability of \( X \)

The SVM method classifies by examining interactions between features up to a certain level. SVM can identify a hyperplane that separates different classes, optimize its results, and maximize the distance between the nearest data points and the hyperplane or decision boundary. SVM is divided into two types: linear SVM and non-linear SVM. The linear SVM hyperplane can be annotated as follows [14]:

\[ f(x) = w^T x + b \]  

(5)

Where:

\( x \) = Feature vector of input data

\( w^T \) = Transpose of the weight vector

\( b \) = Bias or offset value

For non-linear kernels, they are used to handle data that cannot be linearly separated. There are several non-linear kernel functions, including the Gaussian Kernel or Radial Basis Function (RBF), Polynomial kernel, and Sigmoid kernel. The Gaussian (RBF) Kernel is expressed as:

\[ K(x, y) = e^{\frac{-\|x - y\|^2}{2\sigma^2}} \]  

(6)

Where:

\( K(x, y) \) = Kernel value between two vectors

\( \|x - y\|^2 \) = Euclidean squared distance between vectors \( x \) and \( y \)

\( \sigma \) = Width of the Gaussian function

The Polynomial kernel function is expressed as follows:

\[ K(x, y) = \tanh \left( y \cdot (x^T y) + r \right)^d, y > 0 \]  

(7)

Where:

\( K(x, y) \) = Kernel value between two vectors

\( y \) = Kernel parameter

\( r \) = Bias parameter

\( d \) = Polynomial degree

The Sigmoid kernel function is expressed as follows:

\[ K(x, y) = \tanh \left( y \cdot (x^T y) + r \right) \]  

(8)

Where:

\( K(x, y) \) = Kernel value between two vectors

\( y \) = Kernel parameter

\( r \) = Bias parameter

In this process, there are two stages of implementation methods, as follows:

a. Implementation of SVM and Naïve Bayes train-test split models, where the dataset is divided into an 80% ratio for training data and 20% for test data, with an equal distribution of classes. Subsequently, the model is trained using 80% of the training data and tested using 20% of the test data.

b. Evaluation of SVM and Naïve Bayes methods with 10-fold cross-validation, used to evaluate the model's performance by dividing the dataset into 10 folds. The model is trained on nine folds and tested on one fold. This process is repeated 10 times to obtain a more stable performance estimation [15].
### III. RESULTS AND DISCUSSIONS

#### A. Data Collection Result.

There were 9001 collected tweet data during the data crawling process from May 1, 2023, to August 31, 2023 (Table 1). After data processing using Microsoft Excel, the dataset shrank to 4551 tweet data. This reduction occurred because all processed data went through the "remove duplicate" stage, where identical tweets were eliminated, leaving only one unique tweet data. During the data crawling process, many duplicate data were obtained because the author used three keywords: "subsidi kendaraan listrik", "subsidi motor listrik", and "subsidi mobil listrik".

Additionally, the author performed data crawling multiple times due to limitations on how much data could be obtained in one crawling session. This led to the crawling process, sometimes acquiring the same content. Only tweet data will be used for the sentiment analysis process. Therefore, only the data from the "full_text" column is taken as sentiment data.

<table>
<thead>
<tr>
<th>Table 1. A Collection of Data in the Form of X Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>full_text</td>
</tr>
<tr>
<td>@FashionLin @KompasTV Nanti polusi udara ribut lagi ya. Ga ngerti sih maksudnya subsidi kendaraan listrik tujuan nya utk apa.</td>
</tr>
<tr>
<td>@KompasTV tp getol kasih subsidi buat yg kaya ut beli kendaraan listrik</td>
</tr>
<tr>
<td>@mariadi63425147 @yaniarsim Iya juga ya...... LPG 3kg mau dicabut subsidi nya jelas2 ini sangat vital dan menentuh sekali buat rakyat kecil disisi lain kendaraan listrik dapat subsidi puluhan juta.... LOGIKANYA DIMANA DIMANA INI PEMERINTAH</td>
</tr>
<tr>
<td>Pemerintah mendorong masyarakat untuk melakukan konversi kendaraan BBM menjadi kendaraan listrik dengan memberikan subsidi Rp 7 juta per unit. <a href="https://t.co/rD9gjFt1jh">https://t.co/rD9gjFt1jh</a></td>
</tr>
<tr>
<td>@tempodotco Mau siapapun Dirut Pertaminanya.... niscayalah harga BBM cenderung naik terus dan BBM subsidi lava2 bakal dihapus juga knk duit modal subsidi nya (dari APBN) dialihin utk proyek2 lain misal IKN atau kendaraan. listrik.</td>
</tr>
</tbody>
</table>

#### B. Text Preprocessing

The text preprocessing process is carried out on the data to make it more structured and eliminate unnecessary information in the analysis process (Table 2).

A cleaning stage is performed to remove unnecessary information from the dataset. The data obtained, generally in the form of tweets, often contains special characters, links, numbers, and punctuation that must be removed to improve data quality. Next, a lowering case stage is conducted to ensure consistency in the dataset during analysis because uppercase and lowercase letters are considered the same.

A stopword removal stage is implemented using the Indonesian stopword dictionary created by Oswin Rahadyani Hartono to reduce irrelevant words in the dataset. Non-formal words or tokens in the dataset are normalized to become standardized and identical words. The reference dataset used in the normalization process is the "Kamus Alay" which consists of unique colloquial words or non-standard language [16].

A stemming process is applied to the dataset to transform variations of word forms by converting derivative words into their base form. The stemming process on the dataset is carried out using the Sastrawi library in the Python programming language [17].

Finally, the dataset is broken down into word units or tokens because the sentiment labeling process is done word by word.

<table>
<thead>
<tr>
<th>Table 2. Preprocessed Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>full_text</td>
</tr>
<tr>
<td>['polusi', 'udara', 'ribut', 'erti', 'maksum', 'subsidi', 'kendaraan', 'listrik', 'tuju']</td>
</tr>
<tr>
<td>['getol', 'kasih', 'subsidi', 'kayak', 'beli', 'kendaraan', 'listrik']</td>
</tr>
<tr>
<td>['cabut', 'subsidi', 'vital', 'sentuh', 'rakyat', 'sisi', 'kendaraan', 'listrik', 'subsidi', 'puluh', 'juta', 'logika', 'mana', 'mana', 'pemerintah']</td>
</tr>
<tr>
<td>['pemerintah', 'dorong', 'masyarakat', 'konversi', 'kendaraan', 'kendaraan', 'listrik', 'subsidi', 'juta', 'unit']</td>
</tr>
<tr>
<td>['dirut', 'pertaminanya', 'niscayla', 'harga', 'cenderung', 'subsidi', 'hapus', 'duit', 'modal', 'subsidi', 'apbn', 'dialihin', 'proyek', 'kendaraan', 'listrik']</td>
</tr>
</tbody>
</table>

#### C. Labeling Dataset

Every word in the tokenized dataset will be labeled positive, negative, or neutral (Table 3). Dataset labeling is used to train the model and serves as a reference during the testing process of the trained model. The dataset labeling algorithm involves assigning labels to each word based on the Indonesian Sentiment Lexicon, which consists of 3409 positive and 6609 negative words in the Indonesian language. The Indonesian Sentiment Lexicon approach surpasses existing basic methods, achieving the highest accuracy of 65.78% in sentiment classification. If a word is in the positive lexicon, its value is set to 1; for the negative lexicon, the value is -1, and if it is in neither, the value is neutral. To assign labels to tweets, the overall label is determined based on the labels of the previously calculated words. If the calculation is greater than 0, the label is positive; if less than 0, the label is negative; and if 0, the label is neutral (Figure 1).
After the dataset has been labeled, the data will be assigned weights to each word using the TF-IDF method, integrating term frequency (TF) and inverse document frequency (IDF). The process involves calculating the TF-IDF representation in vector form to measure the importance of features in the dataset before applying them to the classification algorithm. To compute the weight of each word, the TfidfVectorizer function from the scikit-learn library is used [18].

### E. SMOTE Up Sampling

The labeling results of the previous dataset produced an imbalance in the number of data instances across classes. The quantity of data for positive, negative, and neutral classes differs significantly, leading to varied precision results for each class when applied to a classification method. To address this issue, SMOTE (Synthetic Minority Over-sampling Technique) Upsampling is applied to handle the imbalanced data (Table 4).

<table>
<thead>
<tr>
<th>Class</th>
<th>Initial Data</th>
<th>SMOTE Up Sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>1590</td>
<td>1851</td>
</tr>
<tr>
<td>Negative</td>
<td>1851</td>
<td>1851</td>
</tr>
<tr>
<td>Neutral</td>
<td>858</td>
<td>1851</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>4299</strong></td>
<td><strong>5553</strong></td>
</tr>
</tbody>
</table>

### F. Method Implementation

Before applying the dataset to SVM and Naïve Bayes algorithms, the dataset will be divided into training and testing data with an 80:20 ratio based on the Pareto principle [19] Dataset splitting is performed to evaluate the classification model's performance by dividing the dataset that has already undergone SMOTE Up Sampling (Table 5).

<table>
<thead>
<tr>
<th>Class of Data</th>
<th>Total Data</th>
<th>Train Data (80%)</th>
<th>Test Data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>1851</td>
<td>1480</td>
<td>371</td>
</tr>
<tr>
<td>Negative</td>
<td>1851</td>
<td>1480</td>
<td>371</td>
</tr>
<tr>
<td>Neutral</td>
<td>1851</td>
<td>1480</td>
<td>371</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>5553</strong></td>
<td><strong>4440</strong></td>
<td><strong>1113</strong></td>
</tr>
</tbody>
</table>

The initialization of models in both classification methods is performed using the training data. The SVM method uses four kernel configurations: linear, RBF (Radial Basis Function), Polynomial, and Sigmoid. Meanwhile, The Naïve Bayes model is implemented using the Multinomial Naïve Bayes classification (Table 6).
### Table 6. Model Functions

<table>
<thead>
<tr>
<th>Models</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>svm_model_linear</td>
<td>SVC(kernel='linear')</td>
</tr>
<tr>
<td>svm_model_rbf</td>
<td>SVC(kernel='rbf')</td>
</tr>
<tr>
<td>svm_model_poly</td>
<td>SVC(kernel='poly', degree=1)</td>
</tr>
<tr>
<td>svm_model_sigmoid</td>
<td>SVC(kernel='sigmoid')</td>
</tr>
<tr>
<td>naive_bayes_model</td>
<td>MultinomialNB()</td>
</tr>
</tbody>
</table>

#### a. Implementation of SVM and Naïve Bayes train-test split models

The train-test split method compares the accuracy, precision, and recall between the Naïve Bayes and SVM models for each kernel (Table 7) (Figure 2).

### Table 7. Result of Implementation of SVM and Naïve Bayes train-test split models

<table>
<thead>
<tr>
<th>Object</th>
<th>Naïve Bayes</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear</td>
<td>RBF</td>
</tr>
<tr>
<td>Accuracy</td>
<td>71.07%</td>
<td>81.13%</td>
</tr>
<tr>
<td>Precision</td>
<td>72.28%</td>
<td>82.14%</td>
</tr>
<tr>
<td>Recall</td>
<td>71.07%</td>
<td>81.13%</td>
</tr>
</tbody>
</table>

#### Figure 2. Comparison Accuracy, Precision, and Recall of Models

The comparison results indicate that the SVM method achieves higher accuracy, precision, and recall values than the Naïve Bayes method. The accuracy, precision, and recall values for each SVM kernel consistently outperform those of the Naïve Bayes method. In the SVM model, the RBF kernel shows the highest accuracy, precision, and recall values, namely 83.02%, 84.61%, and 83.02%, respectively. Meanwhile, the Naïve Bayes model obtains 71.07% for accuracy, 72.28% for precision, and 71.07% for recall.

#### b. Evaluation of SVM and Naïve Bayes methods with 10-fold cross-validation

The comparison of the 10-fold cross-validation method assesses the accuracy in each iteration and the average results between the Naïve Bayes and SVM models for each kernel (Table 8) (Figure 3).

### Table 8. Result Accuracy of SVM and Naïve Bayes methods with 10-fold cross-validation

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Naïve Bayes</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear</td>
<td>RBF</td>
</tr>
<tr>
<td>1</td>
<td>65.99%</td>
<td>79.27%</td>
</tr>
<tr>
<td>2</td>
<td>68.91%</td>
<td>79.05%</td>
</tr>
<tr>
<td>3</td>
<td>68.69%</td>
<td>80.63%</td>
</tr>
<tr>
<td>4</td>
<td>71.39%</td>
<td>82.88%</td>
</tr>
<tr>
<td>5</td>
<td>70.04%</td>
<td>82.20%</td>
</tr>
<tr>
<td>6</td>
<td>74.09%</td>
<td>79.95%</td>
</tr>
<tr>
<td>7</td>
<td>67.34%</td>
<td>77.47%</td>
</tr>
<tr>
<td>8</td>
<td>70.94%</td>
<td>80.40%</td>
</tr>
<tr>
<td>9</td>
<td>72.74%</td>
<td>81.75%</td>
</tr>
<tr>
<td>10</td>
<td>67.34%</td>
<td>79.27%</td>
</tr>
</tbody>
</table>
Figure 3. Average Accuracy Every Model with 10-Fold Cross Validation

The comparison results indicate that the SVM method obtains a higher average accuracy value in 10-fold cross-validation than the Naïve Bayes method. The average accuracy values for each SVM kernel consistently surpass those of the Naïve Bayes method. The RBF kernel achieves the highest average accuracy in the SVM model, 82.88%. Meanwhile, the Naïve Bayes method obtains an average accuracy of 69.75%. With the margin maximization principle, SVM yields superior generalization capability on data, reduces the risk of overfitting, and provides more reliable performance in conditions where data features are interrelated.

IV. CONCLUSIONS

Based on the comparison results between the SVM and Naïve Bayes methods, comprehensive evaluation consistently indicates that SVM outperforms Naïve Bayes regarding accuracy, precision, and recall. The SVM model with the RBF kernel consistently achieves the highest values for accuracy, precision, and recall. The evaluation results from the 10-fold cross-validation consistently show higher values for the SVM method than Naïve Bayes, where the average accuracy with the RBF kernel in SVM is higher than that of Naïve Bayes. Text classification methods like Naïve Bayes and SVM can be tailored to the characteristics of the data. Naïve Bayes is suitable for data with many independent features, while SVM is better for data with complex relationships between features and a strong need for class separation. Method selection is based on the characteristics of the data and the analysis goals.

REFERENCES


[16] N. Aliyah Salsabila, Y. Ardhitowinatmoko, A.

